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1. INTRODUCTION

The space Co is the linear space of all sequences x = {x;} converging to
zero, with the norm of x given by II x II = sup I Xj I, the supremum taken over
all j. The symbol [co, co] will denote the linear space of all bounded linear
operators from Co to Co . If T E [co, co], then the norm of T is the standard
operator norm given by

II Til = sup{11 T(x)ll: x E Co , [I x II ~ I}.

If M is a subset of the normed linear space X and x E X, then a point
Xo in M is said to be a best approximation to x from M if II x - XO II =

inf{11 x - y II: y EM}. If each x in X has a unique best approximation in M,
then M is called a Chebychev subset of X.

In this paper we are concerned with the characterization of best approxi
mations in a finite dimensional subspace M of [co, co], and the determination
of conditions under which M is Chebychev. An element x in X has X o as
a best approximation in a subspace M if and only if x - Xohas 0 as a best
approximation in M. Therefore, to characterize best approximations in M,
it suffices to provide conditions under which an element has 0 as a best
approximation in M. It is known (see, e.g., [2, p. 20]) that if M is a finite
dimensional subspace of X, then each x E X has a best approximation in M.
Thus, if M is non-Chebychev, there exists some element x E X with two best
approximations in M.

By a result in (5], each bounded linear operator in [co , co] can be repre
sented by an infinite matrix of scalars. We use this fact in Section 2 to charac
terize best approximations in a finite dimensional subspace of [co, Col. In
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Section 3 we will characterize one-dimensional Chebychev subspaces in
[co ,co], and in Section 4 present a necessary condition and a sufficient
condition for a finite dimensional subspace of [co , co] to be non-Chebychev.
Finally, we will show that if a bounded linear operator T in [co, co] is repre
sented by an infinite matrix, then the second adjoint T** in [/00 , 100 ] may also
be represented by that matrix. This permits the reformulation of previous
results in terms independent of the operator's matrix representation.

Unless otherwise stated, all notation will correspond to that of [3]. All
scalars will be assumed to be real. Let X be a linear space with norm II . II.
The conjugate space X* will be assumed to have the usual operator norm.
For each x in X, x will denote that functional in X** defined by x(x*) = x*(x)
for all x* in X*, and X = {x: x E X}. The norm closed unit sphere of X will
be denoted by SeX). For any set A, cl(A) will mean the norm closure of A.
The annihilator M.L of a subspace M of X is defined by

MJ. = {x* E X*: x*(y) = 0 for all y EM}.

If Xl"'" Xn are vectors in the linear space X, then [Xl"'" Xn] will denote
the linear subspace of X spanned by these vectors. We will assume, unless
otherwise stated. that [Xl •...• Xn] has dimension n. If Y is a normed linear
space, then by (Y x ... x Y)oo (n summands). we will mean the linear space
of all ordered n-tuples of the form y = (Yl •...• Yn) for Yi E Y. i = 1...., n
with norm defined by II y II = max{11 Yi II: 1 ~ i ~ n}. The symbol
(Y X ... X Y)l (n summands) is defined similarly, with the norm in this
case defined by II Y II = L~=lll Yi II. The following lemma is then easily seen.

LEMMA 1.1. Let Y be a normed linear space. If for f = (11 , ... ,fn) E

(y* X ... X Y*)l (n summands), we writef(xl , ..., x n) = h(xl) + '" + fn(xn),
for all (Xl ..... Xn) E E = (Y X ... X Y)oo (n summands), then E* can be
identified with {y* X '" X Y*)l (n summands).

We state here for convenience a known result which may be found in [4].

THEOREM 1.2. Let M be a subspace of the normed linear space X, and let
X E X - cl(M). Then X has 0 as a best approximation in M if and only if there
eXistsfinMJ.,lIfll = l,suchthatf(x) = Ilxll·

2. CHARACTERIZATION OF BEST APPROXIMATIONS

Each bounded linear operator in [co, co] may be represented by an infinite
matrix of scalars according to the following theorem found in [5, p. 217].
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THEOREM 2.1. If A E [co, co], there exists a unique infinite matrix of
scalars (aij) (i, j = I, 2, ...) such that

(i) II A II = SUPi L:'l Iaii I,
(ii) limi~oo aij = 0, j = 1,2,... ,

(iii) if x = {Xi}' Y = {Yi} E Co with Y = Ax, then Yi = L:'l aijXj ,
i = 1,2,....

Conversely, if (aij) (i, j = 1,2,... ) is an infinite matrix of scalars such that
sup L::'1 I aij I (supremum taken over i) is finite and such that (ii) holds, then
the equation in (iii) defines a member A of [co, co] whose norm is given by (i).

A problem in considering the space [co , co] is that there is no convenient
way to represent the bounded linear functionals on the space. However, if we
restrict the matrices in [co , co] to a fixed finite number of rows, we obtain the
restricted space E = (11 X ... x 11)00 • It is known (see [3]) that 11* can be
identified with 100 • Then since E* can be identified with (/00 X .. , X 100)1 by
Lemma 1.1, we know what form the bounded linear functionals on the
restricted space take. Hence, to obtain some of the following results, we
consider a selected finite number of rows in the matrices.

In order to characterize best approximations in a finite dimensional sub
space M of [co, co], we will need the next lemma. If K is a set of positive
integers and A = (aij) is an infinite matrix, then A I K denotes the matrix
whose rows are precisely the rows (aij) (j = 1,2, ..) of A for which i E K.

LEMMA 2.2. Let AI,... , An be linearly independent operators in [co, co]
with M = [AI"'" An]. Then

(a) there exists a positive integer p such that if Kv = {i: I ~ i ~ p}
and Ai = Ai IK v E (11 X ... X 11)00 (p summands), i = I, ... , n, then AI,"" An
are linearly independent.

(b) given BE [co, co], there exists 0 nonnegative constant Q such that
for any positive integer s ~ p, if i1 < .. , < is-v denote any fixed positive
integers with i1 > p, Ks = {i: I ~ i ~ P or i = i1 , ... , is-v}, A/ = Ai I Ks '
jJs = B I K s , and AS = L:;=1 AiA/ is 0 best approximation to jJs in
[A1s, ... , AnS], then we have I Ai I ~ Q, i = 1,... , n.

Proof For each positive integer n, let Kn = {i: 1 ~ i ~ n} and define
the mapping fPn on M by

for AinM.

We have An E (11 X ••• X 11)00 (n summands). For any n, fPn is a bounded
linear transformation and is, thus, continuous. Let A = (00) E M with
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II A II = 1. Then there exists i = nA such that L~=l I anAj I > (I/2). Therefore,
II <Pn/A)II > (I12). Let ot = {<Pn)C): C E M with II <Pn)C)1I > (I/2)}. Let
VA = <p;~(ot), so VA is open in M. Let M' = {A in M: II A II = I}. Then M '

is a closed subset of SCM), which is compact since M is finite dimensional.
Therefore, M ' is compact. Since {VA: A EM'} is an open covering of M',
there exists a finite subcover {VB, ,... , V Bt} of M ' for Bl , ... , Bt in M'. Let
p = max{nB, ,... , nBt}.]f A E M ', then A E UBi for some i = 1,... , t. Therefore,
II <pz,(A)11 > (1/2). Hence, for all A in M ', we have II <p:P(A)11 > (1/2).

Now <pp(A i) = AiP = Ai, i = 1,... , n. Suppose A1 , ••. , An are linearly
dependent. Then there exists A in M, A =F 0, such that <pp(A) = O. However,
Alii A II E M ', so II <pp(A/II A IDII > (1/2), a contradiction. Therefore, A1 , ... , An
are linearly independent, and (a) is proved.

To prove (b), let <pp be defined on M by <pp(A) = A = A I Kp for A in
M. Then <pp is a continuous linear transformation from M onto [A1 , ... , An].
Also <pp is one-to-one since A1 , ... , An are linearly independent by (a). Thus,
<pp has an inverse <p;l which is clearly a linear transformation. By the open
mapping theorem, <p;l is continuous and, hence, bounded.

Now define a new norm II . 111 on [A1 , ... , An] by

II f OiAt)1 = max \ 0; I,
,=1 1

where the maximum is taken over I ~ i ~ n. Since in a finite dimensional
space all norms are equivalent, there exists a positive constant c such that
II A 111 ~ c II A II for all A in M. Let BE [co, co]. Then let Q = 2c II <p;l 1111 B II.

Let s be a positive integer such that s ?'= p, and let Ai", B8, and A8 be as
given in (b). Define <Ps on M by <p.(C) = cs = C IK s for any C in M. We
can easily see that 1\ <p;l II exists and II <p;1 II ~ II <p;l II. Since As is a best
approximation to Bs in [Als, ... , AnS], we have II As II ~ II Bs - ASII +
II BS II ~ 211 B II. Thus,

max I Ai I = 1\ f AiAi II = II A 111 ~ c II A II
,=1 1

~ ell <p-;1 1111 AS II ~ 2c II <p;/ I1II B II = Q.

Therefore, I Ai I ~ Q, i = 1,... , n, and (b) is proved.
Now we are ready to give necessary and sufficient conditions for an element

to have 0 as a best approximation in a finite dimensional subspace of [co, co].
Without loss of generality, we may assume that each of the operators
generating the subspace has norm equal to 1.

THEOREM 2.3. Let Ak = (at) E [co, co) with !I A,,!I = I, k = 1,..., n, and
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let B = (bij) E [co, coJ. Then B has °as a best approximation in [AI'"'' AnJ
if and only iffor all E > 0, there exist m positive integers k1 ,..., km , m lif)
sequences p, ,jm with liP II = 1, i = 1,... , m and m scalars r1 ,..., rrn with
r i > 0, i = 1, , m and L:1 ri = I such that

(i) L::1 fi 2:.~lf/a~j = ° k = 1,... , n,,
(ii) I 2:.:1 fi L:';d/bk,i - II Bill < E.

Proof Choose p and Q as in Lemma 2.2. Suppose B has °as a best
approximation in [AI,"" An]. Let 1\ ,..., An E [-Q, Q1 and E > 0. Then
there exists i = k(A1 ,..., An) = k(A) such that

If: I bk(A)j - (A1a~(A)j + ... + Ana~(A)j)1
j=l

(1)

Let JA1 ,... , JAn E [-Q, QJ. It is easily seen that the function ep(P1 ,..., JAn) =
L:;':1 I bk(A)j - (fL1a~(Ali + ... + JAna~(A)j)1 is continuous at (AI'"'' An)' There
fore, for each i = I, ... , n there exists an open interval

such that for JA1 ,... , JAn E [-Q, QJ, if JAi E I A. for each i = 1,... , n, then,

II Ibk(A)j - (JA1a~(A)j + ... + JAna~(A)j)1
J

- ~ I bk(A)j - (A1a~(A)j + ... + Ana~(A)j)11 < (E/6). (2)
3

Now using (1) and (2) we obtain for JA1 ,... , JAn E [-Q, QJ and fLi E I A.,,
i = 1,... , n

r 4: I bk(A)j - (JA1a~(A)j + ... + JAnak(A)j)I
3

- II B - (JA1A1 + ... + JAnAn)111 < (E/2). (3)

For a scalar A E [-Q, Q], let IA = {fL: I JA - A I < (E/6n)}. Then
{IA: A E [-Q, Q]} is an open covering of the compact interval [-Q, QJ.
Consequently, there exists a finite number of scalars AI,,,,, As in [-Q, QJ
such that [- Q, Q]C U;~l I A,: . Consider k(Ap) = k(Apl ,..., Ap,,), where Api may
be chosen from Al to As for i = 1,... , n. Thus, we have sn rows. Now add to
these the first p rows as obtained by Lemma 2.2 (a). Let m be the number of
distinct rows obtained, so m :'( p + sn. Label these rows by k1 , ... , krn .
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Let AI"'" An be arbitrary scalars in [-Q, Q]. Then for each i = 1, , n,
Ai E IAt for some t i = 1,... , s. Now k(At ,... , At ) = kt for some t = 1, , m.

i 1 11

Then we may apply (3) to obtain

IL I bktj - (A1a1t1 + ... + Ana;tj)l - II B - (\A1 + ... + AnAn)1I1 < (E/2).,
It follows that

(4)

Define, respectively, AI,"" An, 13 = AI, ... , An , B I rows k 1 , ••• , km E E =
(11 X ... xII)"" (m summands). By Lemma 2.2 AI,"" An are linearly
independent. By (4) we obtain

Consider the quotient space EI[A1 , , An] with the quotient mapping 7T.
We have 1\ TTB II = infll 13 - (AlAI + + AnAn)lI, where the infimum is
taken over Ai E [-Q, Q], i = 1,... , n by Lemma 2.2 (b). We know I17TB II ~
II B II ~ II B II, so II7TB II - II B II < E. Utilizing (5) and the fact that B has 0
as a best approximation in [AI"", An], we see that

the infimum taken over Ai E [-Q, Q], i = 1,... , n. Thus, II B II - IlnB II < E.

Hence,

IllnBII-IIBII\ < E. (6)

Suppose B =1= O. Then by the Hahn-Banach theorem there exists F in E*,
II FII = 1, such that F([A1 , ... , An]) = 0 and F(B) = II7TB II. By Lemma 1.1,
E* can be identified with (1"" X ... X /"")1 (m summands). Hence, F can be
represented by an m-tuple of 1"" sequences (gl, ... , gm) where 1 = II F II =
I::111 gi II. Without loss of generality, assume II gi II > 0 for i = 1,... , m.
Then define

ri = Ilgi II i = 1,... , m.

Then I:::1 ri = 1 and lI!i II = 1 for i = 1,... , m. For T = (tii) E [co, co],
F(T) = I::1 ri I::'d/tk.l . Then (i) holds since F([A1 , ... , An]) = O. Since
F(B) = IlnB II, we have I' F(B) - II Bill < E by (6). Hence, (ii) holds.
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Now if B = 0, select C E E,C f/= [A1 , .•• , Anl. Again apply the Hahn-Banach
theorem to obtain F in E*, II FII = 1 such that F([A1 , ••• , An]) = 0 and
F(C) = IlnC /I. By the same argument as above, (i) holds, and (ii) holds
since 13 = 0 = II B II.

To show sufficiency, let E > O. Then there exist k i ,ji, and ri, i = 1,... , m
as stated in the theorem such that (i) and (ii) hold. For T = (to) E [co, co],
define F on [co , col by

m 00

F(T) = L: ri L: f/tk / i •
i=l ;=1

Now IF(T)I ~ II T II, so FE [co, col* and II F II ~ 1.
We have F(A k ) = 0 for k = 1,... , n by (i), and IF(B) - /I B /II < E by (ii).

Let AI, ... , An be arbitrary scalars. Then F[B - (A1A1 + ... + AnAn)] = F(B).
Hence,

But this can be shown for all E > O. Therefore,

liB - (AlAI + ... + AnAn)11 ~ /I B /I.

Since the scalars were arbitrary, B has 0 as a best approximation in
[A1 , ••• , An]. This completes the proof.

3. CHARACTERIZATION OF ONE-DIMENSIONAL CHEBYCHEV SUBSPACES

DEFINITION. If PI and P2 are subsets of the set I of all positive integers
such that P1 (\ P2 = ~ and P1 U P2 = I, then we say that PI and P2 form
a partition of 1. Let A = (aii) E [co, Col. Then A satisfies the partition property
if and only if there exists 8 > 0 such that for all i and for all partitions P1 ,

P2 of I, we have

We will show that if A =1= 0, then [A] is a Chebychev subspace of [co, co]
if and only if A satisfies the partition property. Before we can prove this
result, however, we will need two lemmas.

LEMMA 3.1. Let A = (aii) E [co ,col. Then the partition property fails
to holdfor A ifand only if either there exists i and a partition PI' P2 ofI such
that
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or there exists a sequence i1 < .. , < in < '" and corresponding partitions

PIn, P 2n such that I LjEP n Iai j I - LiE? n I ai jll < (lIn).
1 n 2 n

Proof If either of the conditions hold, A clearly fails to satisfy the par
tition property.

Conversely, suppose the partition property fails to hold for A. To simplify
notation in this proof, let Q(i, PI' P 2) = [LiE? Iaij I - LiE? Iaij II. If

1 2

the first condition holds, we are finished. Therefore, assume there does not
exist i and a partition PI' P2 such that Q(i, PI , P2) = O. Since the partition
property fails to hold for A, there exists i and PI' P 2 such that
Q(i, PI , P2) < 1. Let i1 be the smallest such i where this occurs, i.e., for all
i < i1 and for all Pl , P 2 we have Q(i, PI' P 2) ~ 1, but there exists a partition
PI!, Pl such that Q(il , Pl, Pl) < 1.

Now there exists i and PI' P 2 such that Q(i, PI' P 2) < (1/2). We know
i < i1 is impossible. Suppose the only possible choice is i = i1 • Then we
must have one row i and a sequence of partitions PIn, P2n such that
Q(i, PIn, P2n) < (lIn). But we will show that this is impossible.

For each n, define gn = {gjn} by

for j E PIn, aiJ ~ 0, or j E P2n, aij < 0,
for j E pln, aij < 0, or j E P 2n, aij ~ O.

Then Q(i, PI'" P 2n) = I L~=1 gi"aij I < (lIn). For the fixed i above, let
x = {aij} in 11' Consider the function f: R --+ R defined by f(x) = I x [.
Now define G: 100 --+ R by G = Ix. Then for g = {gj} in 100 , G( g) =
\L~l aij gj I· For i = 1,2,... , let ei be that sequence in /1 which has I in the
ith place and 0 elsewhere. Define F i : /00 --+ R by F i = Iei for i = 1,2,....

Since /I gn II = 1 for each n, we have gn E S(/oo) = S(ll*), which is compact
in the weak* topology by Alaoglu's theorem (see [3, p. 424]). Let

A = {g = {gj} E 8(/00): Igj 1= 1 for allj}.

Then gn E A for all n, so inf G(g) = 0, where the infimum is taken over all
g E A. Now Fi(g) = Ig(el)l. Then {g E S(I",,): Ig(ei) [ = I} is weak* closed
since Fi is weak* continuous. Therefore, A = ni {g E 8(/00): \ g(e;) \ = I} is
weak* compact. Since G is a weak* continuous function on A, there exists
g E A such that G( g) = 0, i.e., there exists g = {gj} where Igj I = I for all j,
and ILj ail gj I = O. Let those j which give rise to terms I aij I for the product
aijgj be in PI , and the remainingj in P2 • Then we have exhibited a partition
PI' P 2 such that Q(i, PI , P 2) = 0, a contradiction. Therefore, there does not
exist one row i and a sequence of partitions PIn, P2n such that
Q(i, PIn, P 2n) < (lIn).

It is, therefore, possible to select i > i1 and PI , P 2 such that Q(i, PI , P2) <



CHEBYCHEV SPACES 157

(I12). Let i2 be the smallest i > il where this is possible. Assume we have in
this way selected i l < ... < in so that for each n, there exists PIn, P2n such
that Q(in, Pln,P2n) < (I In). We know there exists i and PI' P2 such that
Q(i, PI , P2) < [l/(n + 1)] since the partition property fails to hold for A.
Suppose the only possible choice for this i is i ~ in . Then for all k ::? n + 1,
there exists ik ~ in and Plk, Pl such that Q(ik , plk, P2k) < (11k). For each
s = 1,... , n, if i = is, there exists a positive integer k s such that for all PI'
P2 , Q(is, PI' P2) ::? (Ilks), since we have previously shown that for any
one row i, it is impossible to obtain for all n a partition PIn, P2n such that
Q(i, PIn, P2n) < (I In). Let k = max{ki , ... , kn , n + I}. Then k ::? n + 1,
so there exists ik ~ in and P/, P2k such that Q(ik , P/", Pl) < (llk). How
ever, for all i ~ in and all PI' P2 , in particular for ik and Plk, p 2k, we have
Q(ik , plk , P2k) ::? (Ilk), a contradiction. This completes the inductive
argument and proves the lemma.

LEMMA 3.2. If II B - AA II = II B - AlA II for all scalars A in [AI' 1..2]

(where Al < 1..2), then B has AA as a best approximation in [A} for all A in
[AI' A2].

Proof Let II B - AA II = II B - AlA II for all A in [AI , 1..2], Suppose AlA is
not a best approximation to B in [A]. Then there exists fJ- E R such that
II B - fJ-A II < II B - AlA II. Either fJ- > 1..2 or fJ- < AI' Assume fJ- > 1..2 since
the other case is similar. Define ex = [(1.. 2 - fJ-)/(A l - fJ-)]. Then ex E (0, 1)
and 1..2 = exAI + (l - ex) fJ-. Hence,

which is a contradiction. This proves the lemma.

THEOREM 3.3. Let A = (aii) E [co, co], A oF O. Then [A] is a Chebychev
subspace of [co, co] ifand only ifA satisfies the partition property.

Proof Suppose the partition property fails to hold for A. First, let us
consider the case where there exists io such that ai i = 0 for all j. Define

o
B = (bii), where bi 1 = II A II, and hu = 0 for i oF io ' for all j, and foro
i = io ' j = 2, 3,.... Then BE [co, co] and II B II = II A II = II B - A II. For
all A in R, L;:l I bioi - Aaioi I = II A II. Hence, for all A in R, we have
liB - AA II ::? II A II = II B II. Thus, B has 0 and A ¥= 0 as best approximations
in [A], so [A] is not Chebychev.

Now suppose that L;:I ,au I > 0 for all i. Since A fails to satisfy the
partition property, there are two possible cases by Lemma 3.1.

Case 1. There exists i1 < ... < in < ... and corresponding partitions
PIn, P2n such that I LiE? n I Qi i I - LiEP n I Qi i II < (lIn). Therefore, for

1 n 2 n
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for i -=I- in for any n = 1,2,... ,
for .i = 1,... , in and n = 1,2,... ,
for .i > in and n = 1,2,....

each n there exists €n = {€t} in I"" with I €;n I = 1 for allj and all n such that
o < L:=1 €jnai ; < (lin). Then limn~"" L7=1 €tai ; = O.

n "" n
Let s = sup Lj=1 I ainj I, the supremum taken over all n, so 0 < s ~

II A II < 00. Now there exists "0' °< "0 < 1 such that "0 II A II < s. Define
Un = S - L;:1 I ai ; I ~ O. Now let B = (bij), where bij is defined as follows:

n

bij = l~;n I ai"j I + €t(unlin)
€jn I ai"j I

It is easy to see that limi~"" bi; = 0 for all j. The next part of the proof will
show that II B 1\ = s < 00, which will show by Theorem 2.1 that BE [co , Col.

Let Abe given, 0 ~ A ~ Ao . If i -=I- in for any n, then

""L I bi; - Aaij I ~ Ao II A II < s.
;=1

Ifi = in' we have

00 in

L I bin; - Min; I = L II ai"j I + (Un/in) - A€;nai,,; I
;=1 j=1

in in in

= L I ai,,; I + L (un/in) - AL €jnai,,;
;=1 ;=1 ;=1

"" 00

+ L I ai,,; I - A L €jnai,,;
;=i,,+l ;=i,,+1

00

= s - AL €tainj ~ s.
;=1

Then since limn~oo L:"1 €/'ai ; = 0, we must have 1\ B - AA \I = s for all A
in [0, Aol. Then by Lemma 3~2, B has AA as a best approximation in [A] for
all Ain [0, Ao]. Therefore, [A] is not Chebychev.

Case 2. There exists io and partition P1' P2 such that

Therefore, there exists {€;} in 100 with I €; I = 1 for allj such that L;:1 €;ai
o

; = O.
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Let s = L';11 aioi I, so 0 < s ~ II A [I. Then there exists '\0' 0 < '\0 < 1
such that '\0 II A II < s. Let B = (bij) be defined by

1
0

b·· =
t1 €; IGi; I

if i i= io ,

if i = io .

Then BE [co, co]. Let ,\ E [0, Ao]. For i =1= io , L;:1 Ib i ; - Aau I < s. If
i = io ,

00 00

I I bioi - '\aioj I = I II aioj I - '\€jaio; I = s.
;=1 ;=1

Therefore, II B - AA II = s for all A in [0, Ao]. By Lemma 3.2, [A] is not
Chebychev.

We must now show sufficiency. Without loss of generality, assume
1/ A II = 1. Suppose [A] is not Chebychev. It is easy to see that there exist B
in [co, col, II B II = 1, and ,\ > 0 such that B has 0 and ±'\A =1= 0 as best
approximations in [A]. Let € > 0 and €' = €I\. Then by Theorem 2.3 there
exist m positive integers k 1 , ••• , km , m /00 sequences jI, ,fm with II!i II = 1,
i = 1,..., m, and m scalars'l ,... ,'m with'i > 0, i = I, , m and L;':I'i = I
such that

(i) L;':I'i L';d/ak; = 0,.
(ii) IL;':I'i L:d/bki; - I I < €'.

Then there exists i such that

If f/bkjj - 1 I< €'.
1=1

(1)

if bkjj =1= 0,
if bkjj = O.

Then gjbk/ = Ibkii I and Igj I = 1 for all j since the scalars are real. Since
I/!i II = 1, it follows that

00 00

L gjbkii > L f/bki; .
j=1 j=1

(2)

Next we will show that IL';..1 gjakjj I < (€'jA) for the selected i. If
1::1 gjak j = 0, there is nothing to prove. Suppose ,\1::'1 gjaki > O. Now

IX) iI"

I1:;-1 g;(bkii ± '\aki;)1 ~ II B ± AA II = II B II = I since 0 and ±'\A are
best approximations to B in [A]. Then using (1) and (2), we have
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II giak,i I< (E'/A) = E.
J=1

If -A L:;:l giak,i > 0, the result follows in a similar fashion. Let Pl be the
set of those j where giaki = I ak.i I, and let P2 consist of the remaining j.
Then we have exhibited 'k; and ~ partition PI , P2 such that IL:M1Iak,i I 
L:iEP2 Iak,i II < E. Hence, A fails to satisfy the partition property, and the
theorem is proved.

4. RESULTS FOR FINITE DIMENSIONAL SUBSPACES

We return in this section to an arbitrary finite dimensional subspace M
of [co, co], and now present a necessary condition for M to be non-Chebychev.

THEOREM 4.1. Let M = [AI, ... , An] be a non-Chebychev subspace of
[co, Co], where A k = (at) E [co , co) with II Ak II = 1, k = 1,..., n. Then there
exists A = (aij) in M, II A II = 1, such that given € > 0, there exist m positive
integers k i , ... , km and (X = «(X;i) in M~ with (Xij = °for i =I- k 1 , ... , km ,

SUPi I (Xu I < 00 for all i and L:~=l SUPi I rxki I = I such that,

(i) if 13 E [co, co]* and II rx ± 1311 ~ 1, then I f3(A) \ < E,

(ii) L:~=l IL;:l rxijaij I < €.

Proof Since Mis non-Chebychev, it follows that there exists B in [co, co]
such that B has°and ±A =I- °as best approximations in M, with II A II = 1.
Thus, II B II = II B - A II = II B + A II. This is the required A. Let € > 0.
Then by Theorem 2.3 there exist m positive integers k1 , •••, km , m 100 sequences
f1, ... ,fm with Ilfi II = 1, i = 1,... , m and m scalars r1 , ... , rm with ri > 0,
i = 1,... , m and L::l ri = 1 such that

(i') L:l r; L~d/a~,i = ° k = 1,..., n,

(ii') IL::l ri L:;:d/bkii - II Bill < (E/2).

Define rx = (rxii) by rxk i = rd/ for i = I,..., m and rxu = 0 for i =I- k l , ... , k m •
i. m

Then SUPi I rxii I < 00 for alII and Li=l SUPi I rxk.i I = 1. For T = (tu) E [co, co),
let rx(T) = L:'l ri L~d/tk,i' Then it is e~sy to see that rx E [co, co]*·
By (i'), (X E M~. By (ii') we have

I rx(B) - II Bill < (E/2). (1)
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To prove (i), let 13 E [Co, co]* with II Ci ± f3fl ~ 1. Then

(Ci ± f3)(B) ~ II B 1111 Ci ± 1311 ~ II B II,

so by (1), 1f3(B) I < (E/2). Similarly, since Ci E M-\ we obtain

Ci(B) ± f3(B - A) ~ /I B - A II = II B /I.

Thus, I f3(B - A)I < (E/2). It follows that 1{3(A)[ < E.

We must now show (ii). Let

161

p = Ii: I CiUaij ;?: 01, P' = Ii: r Ciijaii > 01, and N = Ii: r CiUaii < 01·
I J~1 J~1 J=1

Since Ci E M.L, Ci(A) = L:l L:;1 CiUaii = O. Thus, if N = ep, then P' = ep,
and conversely. In this case (ii) holds trivially. Therefore, assume P' oF ep
and N oF ep. Now LiEP L;:1 Ciijaii + LiEN L::l aiiaij = O. Therefore,
LiEP I L7~1 Ciijaii I = LiEN IL::l Ciiiaii I· Now suppose (ii) is false. Then

L: II Ciiiaii I ;?: (E/2).
iEP i=1

(2)

Also, LiEN IL;:1 CiiiaU I ;?: (E/2). For each i = 1,2'00" let Ai = sup I Ciii I ;?: 0,
the supremum taken over all j. Let Ap = LiEP Ai > 0 and AN = LiEN Ai > O.
Then Ap + AN = 1. Let £1 = LiEP L;:1 Ciijbii and £2 = LiEN L;:1 Ciiibii .

Then £1 + £2 = Ci(B) > II B II - (E/2) by (1). This implies that either (a)
£1 > Ap[[1 B II - (E/2)] or (b) £2 > AN[II B II - (E/2)] must hold. Suppose (a)
is true. Then using (2), we obtain

aJ

L: L: Ciiibij + au) > Ap II B II - (E/2) Ap + (E/2) > Ap II B II = Ap liB + A II.
iEP i=1

aJ

L: L: Cii;(bij + au) ~ Ap II B + A II·
iEP j~1

Thus, we have been led to a contradiction. If (b) holds, we obtain a contra
diction in a similar manner. Therefore, (ii) is proved.

THEOREM 4.2. Let M = [AI, , An] be an n-dimensional Chebychev
subspace of X = [co, co]· Let i1 < < is denote a fixed but arbitrary finite
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number of rows. For T = (t;j) in X, define l' = (t; j) E (11 X '" X 11)00
_ _ ~ k_ _

(s summands). Let X = {T: T E X}. Then M = [Ai ,..., An] is an
n-dimensional Chebychev subspace of X.

Proof. First, we will show that M is a Chebychev subspace of X. Suppose
not. Then there exists 13 E X, 1113 II = 1 such that 13 has 0 and A' 'i= 0 as
best approximations in M. Hence, there exist scalars Ai ,... , An not all 0
such that A' = L~l ,\;A;. Let A' = L~=l A;A; 'i= O. Let A = AA' 'i= 0,
where A = 1 if II A' II ~ 1 and A = (1/11 A' II) if II A' II > 1. Since M is convex,
the set of best approximations to 13 in M is convex. Hence, A is a best
approximation to 13 in M, and II 13 - A II = II B II = 1. Define B = (bij) in
Xby

B = lB on rows i1 , ... , is ,
o elsewhere.

Then II B II = 1113 II = 1. Since II A II ~ 1, we have liB - A II = 1 = II B II.
Now since B has 0 as a best approximation in M, there exists JE M.1.,

11/1\ = 1, and/(B) = II B II by Theorem 1.2. Definef on X by f(T) = J(1')
for all Tin X. It is easy to see thatfE M-L,f(B) = II BII, and Ilfll = 1. Then
by Theorem 1.2, B has 0 as a best approximation in M. Since II B II = II B - A II,
B has 0 and A 'i= 0 as best approximations in M. But this is a contradiction,
since Mis Chebychev. Therefore, M is a Chebychev subspace of X.

Now suppose M is not n-dimensional. Then there exists A in M, II A II = 1,
with A = O. Since dim M < 00 = dimX, there exists B, \I B II = 1, such
that B has 0 (and, hence, A) as a best approximation in M. Define B = (bii)

in X as in the first part of this proof. By duplicating the steps following that
definition of B, we can show that B has 0 and A 'i= 0 as best approximations
in M. Again we obtain a contradiction, thus showing that M is n-dimensional
and completing the proof of this theorem.

Theorem 4.2 can be utilized to obtain a sufficient condition for a finite
dimensional subspace of [co, co] to be non-Chebychev. If the spanning
matrices are dependent on at least one row, then the subspace is not
Chebychev. This is stated in the following corollary.

COROLLARY 4.3. Let M = [Ai , , An] be an n-dimensional subspace of
[co, co], where A k = (a:i), k = 1, , n. Suppose there exists a row io and
scalars Ai ,... , An not all 0 such that Ala~oj + ... + Ana~j = 0 for all j. Then
M is not Chebychev.

Proof. Let s = 1 in Theorem 4.2, so we have one row i1 • Then since M
is not n-dimensional, M is not Chebychev.

The adjoint T* of a bounded linear operator T from Co to Co is the mapping
from co* to co* defined by T*y* = y*T. By [5, p. 201] co* can be identified
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with h . By [3, p. 478] we can see that T* E [II , /1] and II T* II = II T II. Recall
that /1 * can be identified with /00 • Hence, the second adjoint T** E [/00 , /ool
Now Co = Co C /00 . It is known by [3, p. 479] that T**: /00 ->- /00 is an exten
sion of T, i.e., for x E Co , T**(x) = T(x).

Let T be represented by the infinite matrix of scalars (cxij), so that by
Theorem 2.1, if x = {Xi} E Co, Y = {yJ E Co, then Tx = Y can be expressed
by the equations

00
Yi = L CiijXj

j=1
i = 1,2,....

The norm of T is given by II Til = SUPi 1:~1 I CXij I. Then by (5, p. 220], the
matrix (CXij) also defines a bounded linear operator T on /00 into /00 with the
same defining equations and same norm. Thus, T is also an extension of T,
i.e., for x E Co , T(x) = T(x).

THEOREM 4.5. Let the bounded linear operator T on Co into Co be represented
by the infinite matrix of scalars (CXij), and let T' represent (Ciij) considered as a
bounded linear operator from /00 to /00 . Then T = T**.

Proof Let b = {bj} E/00 and let T(b) = Z = {Zi} E/00 , so Zi = 1::1 Ciijbj
for i = 1,2,.... Let y* = {Yi*} E /1' For each j = 1,2,... , define ej to be
that sequence in Co which has 1 in the jth place and 0 elsewhere. Then
T(ej) = (CiV' CX2j ,...). Therefore, T*y*(ej) = 1::1Yi*Ciij. Let x = {Xj} E co'
Then x = 1::1 Xjej. Hence,

00 00 00
T*y*(x) = I xiT*y*)(ej) = L Xj I Yi*Ci;j .

i=1 j=1 i=1
(1)

Now consider f = {Ii} where Ii = 1::1 Yi*Ciij for j = 1,2,.... Then we
have 1::~1 Ijj I < 00, where the interchange of limits is justified by a standard
theorem (see, e.g., (1, p. 398]). Hence, fE /1' We also know T*y* E /1 .
Moreover, for any x in co, f(x) = (T*y*)(x) by (1). Thus, T*y* = f Now,
justifying the interchange of limits in the same manner as above, we obtain

00 00 dJ 00 00

b(T*y*) = L bj L Y;*Ciij = L L bjYi*CXii = L Y;*z; .
j~1 ;~1 i~1 i~1 i~1

Therefore, (T**b)(y*) = b(T*y*) = z(y*) = (Tb)(y*). Since this holds
for all y* in /1 , we must have T**b = T'b. But b was arbitrary in /00 • There
fore, T = T**, and the proof is completed.

We conclude by noting that Theorem 4.5 permits the expression of the
principal results in this paper in terms of the second adjoint of a bounded
linear operator, rather than in terms of the operator's matrix representation.
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As an example of this, we give an equivalent formulation of Theorem 3.3
in the following corollary.

COROLLARY 4.6. Let A E [co, co], A =F O. Then [A] is a Chebychev sub
space of [co, co] if and only if there exists S > 0 such that if x = {Xj} E 100

with 1 Xj \ = 1 for all j, and A **(x) = {Yi}, then I Yi 1 ~ S for all i.

Proof By Theorem 4.5, if A = (aij), then A ** = (aij), so Yi = L:1 aijxj .
Then the given condition holds if and only if A satisfies the partition property.
The result then follows by Theorem 3.3.
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